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Abstract—The hybrid free-space optics/radio frequency notable exception, but unlike RF based technologies, heavy
(FSO/RF) network pe_lradigm promises new levels of throughpt rain has little effect).
for sensor and mobile ad-hoc networks [1]. However, several Perhaps the greatest advantage of FSO technology is its

challenges must be addressed before such a network model | . - .
can be realized. These include a means by which deployed high throughput. The need for such a channel is evident when

robots can autonomously establish optical links over suffiently considering bandwidth hungry applications such as surveil

long distances as well as the formulation of a mobile network lance and monitoring. Commercial FSO transceivers cugrent

architecture that can exploit high throughput FSO channels provide throughputs of several Gbps with link distances of a
In this paper, we offer solutions to these problems in the kjjometer or more [3]. Terabit per second throughputs have

form of hierarchical link acquisition and routing protocol s. The "
heart of our link acquisition system (LAS) is a vision-based been demonstrated under laboratory conditions. In cdntras

alignment phase for locating robot link partners via high zoom  Widespread RF technologiesd., 802.11x) are Iimited. to link
camera systems. Identification is accomplished in real-timusing  throughputs on the order of 10s of Mbps across distances of
a multi-resolution image representation and normalized iensity 10s of meters. Even much anticipated ultra wideband (UWB)

?ei?gisb“ggrr‘] t(r’:ng—)r 2 rihsci:r;d”g;ge”F]zitrit(':hgo(ﬂsrg;“rir?gdglmatd:éodl technology - with throughputs of 100s Mbps - drops to levels
ies u [ [ uti

to the FS_O_/RF paradigm. Experimental results from a large seof |OV¥(:]r than_ SOZHlla at mOdiSIt:rSaggeszh(m;n) [4_]' h .
link acquisition trials as well as a small scale FSO/RF deplment e major shortcoming o technology Is the require-

are provided to support our approach. ment for optical links to maintain line-of-sight (LOS). As
such, we do not suggest that FSO technology will replace
Index Terms—Sensor Networks, Hybrid FSO/RF Network,  RF wireless communications in mobile robotics application
Free-space optics, MANET Instead, the two technologies can serve complementarg role
in a hybrid FSO/RF mobile ad-hoc network (MANET).

I. INTRODUCTION
Il. BACKGROUND AND RELATED WORK

Consider the scenario where a natural or man-made event Sensor networks and mobile ad-hoc networks (MANETS)
(e.g., an earthquake) destroys critical infrastructure in anhave become burgeoning research areas during recent years
urban area, including fiber links in the Metropolitan Areain both the networking and robotics communities. Signiftcan
Network (MAN). Patching these high-throughput channelswork has been done in the areas of network coverage [5], [6],
using traditional radio frequency (RF) wireless nodes wdad  [7], localization [8], network deployment [9], and navigat
impractical due to bandwidth and link distance requirersent [10].

Instead, a team of robots could be automatically deployed to However, the primary motivation for our research is network
provide carrier grade patches to the MAN using free-spac®andwidth constraints. Traditional networks are boundhsy t

optic transceivers (FSO) - all under conditions unsafe forprovable limits in per-node throughput for radio frequency
human operators. This is only one application we envision fo(RF) based communications. In [11], the authors proved
the hybrid FSO/RF paradigm introduced in [1]. that whenn nodes are optimally distributed on the plane,

FSO is a commercial technology used primarily in staticthe asymptotic bound for per-node throughput wds) =
configurations for high bandwidth, wireless communication@(Wn*%) where each node was capable of transmitfifig
links [2]. With FSO, an optical transceiver is placed on bits-per-second. However, this result is based upon a non-
each side of a transmission path to establish a network linknterference protocol. To protect against the potential fo
The transmitter is typically an infrared (IR) laser or LED interfering with neighbors’ broadcasts, individual nodants-
that emits a modulated IR signal. Link availability can bemissions were explicitly scheduled. As a consequence, the
maintained under most weather conditions (heavy fog is @hroughput at each node is reduced by a factoﬁrqf, where



c corresponded to the maximum number of interfering neighdirection in F; as #;; = RIz;;. Converting to spherical

bors. For FSO, such a reduction is inappropriate. Links areoordinates we obtain

directed and full-duplex, and as a result no such interferen 545(3)

region exists. 0] artan | | @
We believe that this characteristic, in conjunction witle th vij | 2,(2)

high throughput afforded by FSO, will provide an enabling arctan [m}

technology that can expand the capabilities of wireless@en

networks.

whered;;, 1;; denote the required pan/tilt angles of the optical
transceiver on robot to establish a link with robog, and
Z;;(k) denotes the:t" element of vectott;;.
Under ideal conditions, Equation 2 would be sufficient to
Whether employed as primarily FSO links as in a disastegstablish the link. However, our estimates for robot posg ma
relief application or as a mobile ad-hoc backbone in an RFave significant errors in both positi@nd orientation. Imper-
sensor network, a fundamental challenge for the hybrid sodefect calibration of the pan/tilt heads will introduce adiital
is establishing and maintaining optical links. FSO tecbggl uncertainty. As a result, we rely upon a second alignment
achieves exceptional ranges by employing laser trangseivephase to refine the relative orientation estimates of the two
with a beam divergence on the order of 0.6 milliradians.link partners. In doing so, we exploit the fact that the apili
To place this in perspective, at 100 meters this correspond® establish an optical link implies a clear line-of-sighO(S).
to a cone diameter of approximately 6 cm. In commercialThis enables the robots to employ camera systems with high
systems, transceivers typically require an initial aligmnby ~ zoom capabilities to assist in the alignment process.
technicians using a telescope assembly. Instead, we @opo . .
a hierarchical link acquisitiopn system (LAS) relying ungn pa B. Vision-based Alignment Phase
“coarse to fine” approach Whereby a robot pair can automati- At Ionger link distances, the Uncertainty in robot orieratat
cally establish the FSO links. will most likely be larger than the solid angle subtendedtBy i
We assume each robot haspriori know|edge of its link camera’s field-of-view (FOV) As a consequence, it will ofte
partner’s objective position. Additionally, each is abtein- be necessary for the robot to search in azimuth and elevation
fer its relative pose (position and orientation) to a commorWith its camera’s pan-tilt-zoom (PTZ) system to locate itk |
reference frame. With our current platforms, this can bePartner. For the vision-based alignment phase, we propose a
accomplished through GPS and inclinometer sensors. Undéwo-dimensional pattern matching approach where the eoars
these assumptions, the link acquisition phase is decordposé&stimates derived in Equation 2 serve as the starting point f

into 3 stages: this search.
A major limitation of two-dimensional pattern matching

approaches for tracking three dimensional targets withcale
or orientation constraints is that a huge family of temate
is required. Such a “brute force” approach is computatignal
In the third stage, we rely upon the internal FSO trackingintractable. However, our problem is not so ill posed. Fitsé
SyStem. ThUS, our discussions are limited to the former tWO.Scale of our target iS approximate'y known Since we have
priori knowledge of the target position (the same effect could
A. Coarse Alignment Phase also be achieved by fitting each node with a time-of-flight
Let 21,25 € R3 denote the objective positions for the two transceiver to obtain relative range measurements). Slecon

robots in our navigation fram#). We assume for now that t.he relat.ive orien.tation of the robo';s are Iimitgd by both
the robots are able to accurately measure their position arlf!® ©f Sight requirements and physical constraints inhiere

orientation in)V. After migrating to their objective positions, With the panttilt head. As a result, the set of orientations
each robot will adjust its relative orientation to roughliga  that would permit the establishment of optical links can be

the optical transceivers. If the coordinate fram&s (for  duité constrained. For many applications, relying upon alsm
transceiveri) and W are equivalent up to a translation then (% 20) seét of templates in conjunction with a robust tracking

the desired link directions would simply be algorithm would be sufficient. =~~~
In our approach, each robot maintains in memory a set of

1) image template§’, where each templatg4 € 7 corresponds
to a reference image of its link partner acquired at camera
azimuth and elevatiord, ¢), respectively. All templates are
In practice, local ground contours will only allow for a acquired at a fixed reference distanég and camera focal
coarse transceiver alignment. Based upon our assumptians, length fr.
orientation of each robot iV, as defined by the rotation  The vision system then searches in azimuth and elevation
matricesR;, Ry € SO(3), can be inferred from local sensor to acquire a set of images, where each imagéys € 7 is
measurements. With these, we can compute the objective linkssociated with a candidate link partner location. Thecbear

I11. A HIERARCHICAL LINK ACQUISITION SYSTEM

1) Coarse alignment through local sensor measurements.
2) Refinement using vision-based robot detection.
3) Final FSO alignment for link acquisition.
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limits are dictated by the estimated uncertainty in robaepo independently, the transceivers musith be aligned to a
These can be inferred directly through sensor models, ogiven tolerancesimultaneously in order to establish the link.
(more appropriately) using the second order statisticshef t This increases the search space frmto R*. Exponential
probability density function in Kalman/particle filter s  increases in search times would result.

localization implementations. By setting the focal length

the vision system to IV. A GENERAL ARCHITECTURE FOR AFSO/RF MANET

Focareh = wh (3) The characteristics of FSO makes the technology well suited

for use as a high throughput backbone in an RF sensor
we ensure the robot scale in captured images is consistént win€work. We envision that hybrid robot nodes with both FSO
the reference template s@, and RF n_wterfaces could be_so deploygd. However, to fully
To detect the robot in a given image, we use normalize@XPloit this technology requires a routing protocol adepte
intensity distribution (NID) as a similarity metric [12]. rA spemﬁcglly to. the link characten_shc; of both med.|u_ms. To
advantage of this formulation is that it explicitly modeisth ~ accomplish this, we propose the distributed use of Hiefaath

changes in scene brightness and contrast from the referenci@t® Routing (HSR) utilizing intelligent cluster-heagatlon

template image. Additionally, in a comparison to alternateP°licies.
approaches in model based tracking, it was less sensitive . _
to small motion errors [13]. Our matching approach, whileA. Architectural Overview

_static, _wiII sgffer from similar error effects in the form pf An FSO/RF MANET can be logically decomposed into two
inconsistencies between the reference template and thedie  g,c.omponents. The first subcomponent is a collection of RF-

target (link partner) position and orientation. We shaiotliss  yased ad-hoc networks that will be required to communicate |
this in further detail in the sequel. real-time over ranges that render the use of RF communitatio
Given an image € 7, anm x n templateT’ of the robot,  channels impractical. It is assumed (though not requirieat) t
and a block regior3 € I of equivalent size corresponding t0 g4ch of the networks in the collection will be deployed beyon
a hypothetical robot position, the similarity Gf and B can 1 radio transmission range of any other network in the
be defined as collection. Logically, each ad-hoc network can be consider
O [T, v) — B(u,v) — 2 a hierarchically defined domain space characterized by a
e(T,1,B) = Z Z { ( 0>T LR (4)  dynamic topology.
u=1v=1

oB
The second component is a high throughput backbone

whereT (u,v) denotes the grayscale value at locatienv),  FSO network. This network serves as the cornerstone of the
p is the mean grayscale value, andhe standard deviation. FSO/RF MANET architecture since its presence enables the
The image region dissemination of information among otherwise disjointremt-
« . domains. It can be constructed dynamically by the hybrid
B" =argmin(e) VB e, VI€L, VT €T () node(s) that have been assigned as members of each respectiv
would then correspond to the target robot position in thegena ad-hoc network. The hybrid nodes serve to bridge the gap
sequence. The corresponding estimaf&s¢*) would be used between the RF domain and the FSO backbone domain space.
to direct the FSO transceivers for the final alignment stage. As such, the routing protocol employed by each RF-based
Even for a single template/image pair, template based pattetwork must account for this constraint so that all ad-hbc R
tern recognition approaches are very computationally expe nodes have knowledge of where to forward packets destined
sive using traditional matching techniques. In our panagig for a non-local address.
we rely upon such an approach forsat of templates over In order to solve the routing problem in RF ad-hoc domains,
an imagesequence. To implement this in real-time, we use a we propose the use of Hierarchical State Routing (HSR) [15],
multi-resolution image representation [14]. Prior to tledtern  [16]. Among the more appealing features of this protocol is
recognition phase, images are converted into Gaussiamiyra its support for “logical” network partitions and differeated
data structures. Templates are also stored in memory usingsgrvices. The latter is enabled by the architecture’s diefini
similar representation. Pattern matching is then perfdriaie over a collection of physical network clusters. As such, its
the highest level of the pyramid, with only local refinementsunderlying theory lends itself nicely to the task of propiiug
performed at each lower level. This allows for speedups ofime-critical information. It is also highly scalable, fhizating
several orders of magnitude, and real-time template baseitie support of a large number of wireless nodes.
pattern recognition. The routing protocol used among the hybrid peers depends
The main advantage of the vision-based approach for aligndpon the number of hybrid nodes in the system. For an FSO
ing the FSO transceivers is the reduction of the dimension dbackbone consisting of only a few hybrid nodes, flat linkesta
the search space. We could in fact pan/tilt the FSO transcgiv routing can be used. When the number of nodes increases,
and allow the internal alignment systems to search directhHSR can also be applied among these nodes, providing an
The critical difference is while the vision systems can ekar additional level of hierarchy.



B. Hierarchical Sate Routing (HSR) clusters within the hierarchy. Each of these partitions lban

HSR extends the capabilities of traditional link-stateting ~ considered subnetworks, and each is identified by a unique
by introducing the concept of hierarchy into the network Network number. In a similar manner to the Internet Protocol
topology through the use of physical clusters and logicaf!P), & hostin each network is assigned a unique host-idwith
subnetworks [15], [16]. Initially, the nodes that comprise its partition. Additionally, the introduction of subnetvks in
network organize themselves into a collection of clusterstandem with the use of home-agents allows for source nodes
Generally, these subgroups are formed based on the spati8l forwa_wd packets _wnhout knowledge of the precise cluster
locality of nodes ég. a collection of neighboring vehicles). With which the destination belongs. _

Once the clusters are formed, each elects a cluster-head toHSR also supports mobility by assigning each logical sub-
manage the group’s communications and to essentially act as"€Work at least one home-agent that is responsible for-main
representative for all of its participating members. Thesgr-  t@ining a list of hosts belonging to its subnetwork. Eachenod
heads define a new level in the hierarchy and accordingly$ responsible for ensuring that its home-agent has knayeled
they partition themselves into clusters and elect appabepri of its current hlerarchlcgl id at aII. times. As.such, everyleo
cluster-heads to represent them at the next higher levés, Thmust know the hierarchical id of its respective home-agint.
process continues iteratively until the desired hieraréhy notifies the agent with both periodic and triggered broaidcas
formed. At each level, link-state routing information isaséd to inform it of its current location within the network. Each
among respective cluster members, and it is propagatecto ti0de at the top layer is responsible for maintaining a mappin
lower levels of the hierarchy. Intuitively, HSR defines atwal bereen all network home-agents and their respective raiera
topology of nested clusters, abstracting over the undeglyi chical IDs. o

physical clusters. For details about message propagdtien, With home-agent support, the process of delivering packets

reader is referred to [15]. Figure 1 illustrates a simple HSRIC Mobile nodes within the network is greatly simplified
deployment. through the use of indirection. When a node is sending a

packet, it obtains the subnetwork number from the logical
address associated with the destination node. It then sends
O ster head a request to the top of the hierarchy, which will provide

o) to the source node the hierarchical id for the home-agent
Gateway node K . . . .o .
associated with the destination subnetwork. Receiving thi
© Internal node information, the source node forwards the packet accolging
7 Virtual link to the destination’s home-agent. Upon receipt, the honestag

obtains the hierarchical id for the destination and forvsatite
packet to that node completing the transmission.

C. Hybrid FSO/RF HSR

HSR possesses the desired qualities of a routing protocol
that can be successfully applied to the FSO/RF MANET
architecture. It is envisioned that the FSO/RF MANET will be

Fig. 1. Simple HSR Topology deployed in scenarios that require the immediate assenfilaly o
high-throughput network that joins a collection of groupsle

Each cluster within the hierarchy features three types ostill supporting real-time communications. HSR satisfieis t
nodes: cluster-heads, gateway nodes, and internal notles. Trequirement by ensuring the dissemination of time-sesgsiti
role of each node is related to its proximity to selectedtelus data through its underlying use of link-state routing which
leaders. Gateway nodes are located within range of two otan propagate QoS information along with link-state status
more communicating cluster-heads, while internal noddg on Additionally, each cluster can employ any of an array of MAC
require connection to a single cluster-head. All of the sodelayer protocols that further facilitate QoS. It is believirt
must be accessible from any point in the hierarchy. Gives thi many of the nodes in the network will feature group-dynamics
requirement of the network topology, a new addressing sehemWith its use of logical subnetworks and their associateddrom
is adopted to utilize the hierarchical view that each nodally  agents, HSR is well suited to provide scalability and suppor
possesses. The original protocol defines hierarchicakasdds for such group-based networks [15].
as being the sequence of MAC layer addresses that define aln order to properly incorporate HSR within the FSO/RF
node’s location with respect to the hierarchy’s top laydiisT MANET architecture, a simplifying assumption about the
method is practical because MAC addresses are guaranteedrietwork topology is made. Particularly, the network aretyt
be unique and thus, the assignment of unique network-widaure assumes symmetrical physical FSO links. This restric-
hierarchical identifiers can be easily realized. tion is imposed in order to ensure that data transmissions

One of HSR’'s more appealing qualities is that it supportdetween the hybrid nodes can be made reliable through the
further abstractions over the organized clusters. Pdatigy  use of direct acknowledgments. Given an asymmetric FSO
it supports logical network partitioning that can span salve link composition, the use of indirect acknowledgments may

" Physical link




provide a viable option; however, we have not fully explored V. EXPERIMENTAL RESULTS

how this functionality can be properly integrated. HS_R can o, experiments employed two hybrid nodes (Balrog and
be successfully applied to the FSO/RF MANET archltectureGim”) based upon the pioneer P3-AT platform. Each was

thr(_)u_gh th_e incorparation of the fo!lowing plgster—heaﬂoeibn equipped with a Laserwire 100 Mbps FSO transceiver mounted

policies with respect to each spatially disjoint ad-hoowoek. | panftilt head, 802.11g RF interface, and a Sony EVI-
1) If a hybrid node is a member of a cluster (at any levelp70 18X PTZ system that allows for the automatic control of
of the hierarchy), it is elected the head of that cluster. camera azimuth, elevation, and focal length settings (Eigu

2) If a hybrid node is not a member of a cluster, theng). pue to local weather constraints, experiments werediti
the election of cluster-head can proceed using whatevag indoor trials at this time.

policy the chosen clustering algorithm employs.

Once a hierarchy is defined around each hybrid node,
subnetwork reachability information is then shared amdhg a
of the hybrid peers, giving each a view of the network. Both
periodic and triggered updates can be used to ensure that
a proper view is maintained by each of the hybrid nodes.
Additionally, this view can be flooded to the lower levels loét
hierarchy. When an arbitrary node wishes to send informatio
to a destination within one of the disjoint subnetworks, it
will forward the packet to its respective hybrid node. The
hybrid node will then check which of its peers handles the
destination subnetwork, and it will proceed to forward the

packet accordingly. In a configuration consisting of many_ . i obot nod oved in th iments. Bachquipped
. . . . 1g. 5. AyDria robot nodes employed In the experiments. Ha uippe
hybrid nodes, with some being separated by multiple hops,;i 5 100 Mbps panfiit ESO transceiver, 802.11g RF linkd 48X PTZ

routing can be accomplished by using HSR at this level asision system.
well by properly clustering hybrid nodes and using apprateri
cluster-head election polices.

A. Vision-based Alignment Validation

A A\A A g node custer heac) In an attempt to characterize the performance of our vision
o O Nonhybid custer head approach under range and orientation errors, two sets of
O cutenaynoce trials were conducted. In the first, the robots were iniiall
R placed at a distance of 40 meters and the camera focal length
O] A y . D - i was adjusted appropriately. The target robot was set at an
— rsomk orientation approximately equal to one of the templatesiuse
by the tracking robot. The camera then scanned oBérarc

composed of 15 images, and the tracking robot attempted to
detect its link partner within the scan. The distance betwike
robots was then decreaseithout adjusting the focal length,
and detection was again attempted. The procedure iteratéd u
the tracking robot consistently failed to detect its linktpar.
The entire process was repeated a minimum of 5 times for each
test range. The test procedure for the second set of triads wa
identical to the first, except the target robot was placednat a
orientation roughly equispaced between two of the tracking
robot’s template images. This corresponds to an oriemtatio
Fig. 2. FSO/RF MANET HSR Deployment. error of approximatelyl 1°.
A total of 80 detection runs were conducted. In each, 16

Figure 2 illustrates the distributed application of HSR totemplate images were used by the vision system for detecting
a symmetrically linked FSO/RF MANET architecture. The the link partner. These were taken from roughly equispaced
architecture features three physically disjoint radisdghnet-  robot orientations (every/8 radians) on the plane. Although
works assumed to be separated over a sufficiently long disnly 3 templates were actually required given the transeeiv
tance. To avoid unnecessary complexity, RF links have beepan/tilt constraints, all 16 were used for each trial to dredip-
omitted from the diagram at the lowest level and the FSQproximate the computational resource requirements fatamrt
links are only specified at the highest level. This diagramoperations. Template size was typically 128x64 pixels, and
illustrates a simple configuration where all hybrid nodes ar 3-level Gaussian pyramid representation was used. Under th
directly connected. configuration, a single 640x480 pixel image could be seafche




with all 16 templates in 180ms using a 1.7 GHz Centrinochannel. As such, each subnetwork was associated with its
notebook computer. This included the time for image pyramicdown IP address domain. The RF network formed by Balrog’s
generation. A SIMD implementation of the NID would further RF interface and Notebook 2 was assigned a subnetwork
reduce these times. Ambient illumination of the target tobonumber of 169.254.0.0 with a network mask of 255.255.128.0.
varied from 20-200 lumens. Similarly, the RF network defined by Gimli and Notebook
The performance of the robot detection algorithm was veryl was assigned a subnetwork number 169.254.128.0 with a
consistent. It correctly identified the target rokmery time  mask of 255.255.128.0. The interfaces associated with the
for each orientation and range errors up to 25%. However, SO backbone were assigned an identifier in the subnetwork
range errors of 30%, it always failed to detect the robot & th address space 192.168.0.0, which had an associated mask o
image sequence. To provide a little more insight into desact 255.255.255.0.
robustness, we define a signal-to-noise ratio (SNR) metric a The hybrid nodes were assigned the responsibility of rgutin
min[NID(Z \ robot)] pgcketg betwe_en th_e RF address spaces. In order to endow then
SNR = NID (6)  with this functionality, each was configured as an IP router.
(robot) / i i .

. ) Each node was outfitted with a manually configured routing
where min [NID(Z \ robot)] was the minimum normalized (apje in order to expedite the process of deploying the nedwo
intensity distribution value obtained across the image soat A total of 5 deployments were conducted. In each the hybrid
was not associated with the target robot, 88D (robot) Was  nodes relied upon the hierarchical LAS, and were successful
the target robot's NID value. This is an appropriate defmifi  j, establishing the hybrid network and routing remote video
as anything else in the image sequence that is not a robot c@3t3 in real-time to the RE nodes. The mean optical link
be categorized as background noise. A plot of the SNR valuegcquisition time for these trials was 65 seconds, with mig an
vs. range for both sets of trials is at Figure 4. max values of 60 and 73, respectively. Acquisition time was
dominated by 2 components: the final FSO alignment stage,
and camera motion constraints. In our trials, the interi@DF
alignment system can require 30 seconds or longer to esttabli
the optical link - even when the transceivers are well alkigne
Furthermore, at each pan angle we required the camera system
to remain static for 2 seconds prior to capturing an image.
This was a consequence of the large changes in scene depth
which would initiate the camera’s auto-focus feature. This
delay ensured the auto-focus system had stabilized. For a 15
image sequence, this added 30 seconds of acquisition tinge. T
image processing portion was by far the smallest component,
amounting to only several seconds of link acquisition time.

0 5 10 15 20 2 30 To put these times into perspective, consider instead only
Range Error (%) relying upon the internal FSO alignment system. In this case
link acquisition would be possible for only 1 of 225 possible
Fig. 4. SNR versus range error for two target robot orieotsti As expected, transceiver orientations, for a worst case link acquisitime
the SNR drops as the pose error increases. With the excegitishen range — of 112 5 minutes (using a 30 second timeout for failure) sThi
errors reached0% (where all trials failed), the target robot was succesgfull . . .
detected every time. two orders-of-magnitude difference demonstrates theagffic
of our hierarchical link acquisition paradigm. Images fram
As expected, the SNR value decays as range and orientatisample network deployment are shown in Figure 6.
errors are introduced. However, the performance is stilequ
good at range errors up to 15%. These initial results are

Signal to Noise vs. Range Error
25 T T T T T

6=0

15F
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VI. DiscussiON ANDCONCLUSION

promising, and indicate that the approach will exhibit art In this paper, we offer link acquisition and routing prottco

levels of robustness to robot localization errors. to realize the deployment of a hybrid FSO/RF MANET. Our
primary motivation is the tremendous throughput provided

B. Network Deployment by FSO over long link distances. However, the technology

Our deployment experiments of an FSO/RF MANET in- also offers additional advantages such as lower per-bitepow
cluded two hybrid and two RF nodes (notebook computers)consumption and a secure/robust transmission medium.
Once physically linked, the two hybrid nodes defined a sym- To demonstrate the feasibility of the link acquisition ap-
metric, mono-link FSO backbone that spanned the length gfroach, a series of experiments was conducted whereby a
a corridor in Packard Laboratory=( 45 meters in length) FSO/RF MANET was deployed and FSO links established
as shown in Figure 5. Each RF node was associated witdynamically using a hierarchical vision/FSO based linkuacq
a single hybrid node in the context of an 802.11g ad-hogition system (LAS). To date, our LAS experiments have been
network. Logically, this configuration consisted of two spa limited to distances of 45 meters. From extrapolating these
tially disjoint subnetworks connected via a high-throughp results, we believe that extending this to 150-200 meters is
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Fig. 6. Partial mosaic from the images acquired during a &oguisition trial. Using an 18X optical zoom, each robot whte to accurately localize its link

partner at a range of 45 meters to enable fast FSO link acquisition.

within the capabilities of our current camera system. Ectiieg [3]
this further would require an increase in image resolution. “l
Although contrived, these experiments demonstrated the
feasibility and utility of a hierarchical hybrid networkiseme. [5]
The next logical step is to implement a simulation featuring
the single deployment of agents utilizing our routing sceem g
in the context of a large-scale hybrid FSO/RF MANET. Using
empirical data as input, insight could be obtained in regard
to the affects certain parameters have on hybrid network
performance. For instance, the effects of link acquisitiore
on backbone routing convergence could be explored. Also,®l
the affects of link failure and link reacquisition on perdeo
throughput could be gauged. [9]
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