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Convex Optimization Strategies for Coordinating
Large-Scale Robot Formations

Jason C. Derenick and John R. Spletzer

Abstract—This paper investigates convex optimization strategies for co-
ordinating a large-scale team of fully actuated mobile robots. Our primary
motivation is both algorithm scalability as well as real-time performance.
To accomplish this, we employ a formal definition from shape analysis for
formation representation and repose the motion planning problem to one
of changing (or maintaining) the shape of the formation. We then show
that optimal solutions, minimizing either the total distance or minimax dis-
tance the nodes must travel, can be achieved through second-order cone
programming techniques. We further prove a theoretical complexity for
the shape problem of O(m! ‘%) as well as O(m) complexity in practice,
where m denotes the number of robots in the shape configuration. Solu-
tions for large-scale teams (1000’s of robots) can be calculated in real time
on a standard desktop PC. Extensions integrating both workspace and ve-
hicle motion constraints are also presented with similar complexity bounds.
We expect these results can be generalized for additional motion planning
tasks, and will prove useful for improving the performance and extending
the mission lives of large-scale robot formations as well as mobile ad hoc
networks.

Index Terms—Barrier method, convex optimization, mobile ad hoc net-
works, optimal shape formation, second-order cone programming (SOCP),
shape change.

1. INTRODUCTION

The robotics community has seen a tremendous increase in multia-
gent systems research in recent years. This has been driven in part by
the maturation of the underlying technology: advances in embedded
computing, sensor and actuator technology, and (perhaps most sig-
nificantly) pervasive wireless communication. However, the primary
motivation is the diverse range of applications envisaged for large-
scale robot teams, defined herein as formations ranging from tens to
thousands of robots. These include support of first responders in search
and rescue operations, autonomous surveillance and monitoring in sup-
port of military and homeland security operations, and environmental
monitoring. Unfortunately, the effective coordination of a large-scale
robot team is a nontrivial problem—one that will need to be solved in
order for such systems to find practical use.

In this paper, we investigate an optimization approach to the coor-
dination task. This is motivated by the realization that the operation of
such a team is inherently a constrained resource allocation problem. A
(potentially large) number of nodes are required to perform some task
(e.g., area surveillance), perhaps with performance objectives (e.g.,
maximize coverage), while subjected to resources that are restricted by
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things such as communication and sensor ranges, motion constraints,
etc.

While the optimization construct has many advantages, its potential
for use in multiagent systems has never been fully realized due to scal-
ability concerns. Complete solutions to problems of interest typically
scale in super-linear time with the number of robots and/or the size
of the environment. In this paper, we focus on a convex formulation
to the problem. By leveraging recent advances in convex optimization
theory, we are able to develop motion planning strategies for coordinat-
ing a robot team that scale linearly in both the size of the team and/or
the environment in practice. The result is a fairly rich framework for
coordinating a large-scale team of fully actuated robots in real time.

II. RELATED WORK

Formations of robot teams have been extensively studied in litera-
ture, and a complete survey is outside of the scope of this paper. Instead,
we focus on those where applications to large-scale robot teams and
shape—defined differently under different contexts—was of significant
relevance to the research. Das et al. described a vision-based formation
control framework [8]. This focused on achieving and maintaining a
given formation shape using a leader-follower framework. Control of
formations using Jacobi shape coordinates was addressed by Zhang
et al. [29]. The approach was applied to a formation of a small num-
ber of robots, which were modeled as point masses. Abstraction-based
control was used by Belta and Kumar as a mechanism to coordinate a
large number of fully actuated mobile robots moving in formation [3].
In this paper, the configuration space of the robots Q was mapped to
a lower dimensional manifold A to reduce the complexity of the con-
trol problem. The concept of shape was used in reference to the area
spanned by the robots.

In cooperative control problems, vehicles move in a coordinated
fashion to achieve some common goal and/or seek to maintain some
geometrical relationships among themselves. Often motion is dictated
by gradient approximations from sensor measurements or an artificial
potential field. Solutions defined with interrobot distance relationships
were explored by Bachmayer and Leonard [1], where methods to mea-
sure and project gradient information were discussed. The applications
for these methods are in, for example, data acquisition in large areas
such as oceans where the most advantageous arrangement of sensors
may not be to distribute them evenly, but to have them adapt to con-
centrate more sensors in areas where the measured variable has steeper
gradients.

There has also been significant interest in applying optimization-
based techniques to coordinate robot teams and deploy sensor networks.
Contributions in this area include the work by Cortes et al. [7]. Here
the focus is on autonomous vehicles performing distributed sensing
tasks. Recently, Feddema et al. applied decentralized optimization-
based control to solve a variety of multirobot problems [15]. Optimal
motion planning was considered by Belta and Kumar [4]. In this paper,
authors generate a family of optimal smooth trajectories for a set of fully
actuated mobile robots. The case for which robots have independent
goals but share the same space was studied in [21].

In contrast to these efforts, the primary contribution of our research
is the application of convex optimization techniques to the coordination
task. Using these in conjunction with a formal definition for formation
shape, we have developed a framework for coordinating large-scale
robot teams that scales in O(m) time in practice, and can calculate
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optimal formation shape changes in real time for teams with thousands
of nodes. With this complexity result, we expect our research will
also have applications to sensor networks. There has been significant
research in this area relating to node assignment, to include the work
of Heo et al. [16] and Howard et al. [17] for network deployment.

Our research can be thought of as the converse to the assignment
problem [20], where the final pose of the formation is known a priori,
and the goal is to find an optimal assignment of nodes to objective
positions. In contrast, we determine the optimal pose corresponding to
the objective formation shape where assignments remain fixed across
shape transitions.

ITII. BACKGROUND AND PROBLEM FORMULATION
In its general form, a constrained optimization problem can be
written as

nip /()

O={z:h(x)<0,VieT g(z)=0Viel&} (1)

where 7 and &, respectively, denote finite index sets corresponding
to inequality and equality constraints, z € R" represents the decision
variables, f : R" — R is the objective function corresponding to the
quantity(ies) we wish to optimize, h; : R” — RV i € Z denotes in-
equality constraint functions, and g; : R — RV i € £ is the equal-
ity constraint functions. Both the inequality and equality constraints
serve to limit the set of feasible values for z. In the context of motion
planning, x would typically correspond to the concatenated position
variables of the robot team. The inequality constraints h; might be used
to define vehicle kinematic constraints or workspace boundaries, while
the equality constraints g; might be used to specify the desired position
for each robot with respect to a world coordinate frame WV or relative
to another robot.

For general constrained optimization problems, real-time solutions
can typically be computed for only a small number of nodes—and often
without guarantees of optimality. This makes the approach unattractive
for large-scale formations. As such, we instead focus on the special
class of problems where (1) is convex—i.e., the equations f, h; are
convex and g; are affine [5]. We then apply convex optimization tech-
niques to a range of motion planning tasks for fully actuated mobile
robots, i.e., where

t=u x€C uvweld 2)

and where C is assumed convex, and I/ C R? can be defined through a
finite number of convex constraints. A fundamental property of convex
problems is that local minima are global minima. As a consequence, so-
lutions are globally optimal and can be obtained using algorithms with
super-linear convergence properties. While the convexity assumptions
are not insignificant, we will show that they still support a relatively
rich framework for coordinating fully actuated robots. Extensions to
nonconvex polygonal workspaces are also discussed in Section VIIIL.

To efficiently coordinate the robot team, we require a concise math-
ematical representation for the formation. For example, abstraction-
based control approaches use low-dimensional representations such as
bounding boxes or first/second-order statistics of the robot positions [3].
Instead, we employ shape for our formation representation. Shape has
different meanings in different contexts. We use the definition from
shape analysis [14].

Definition 3.1: The shape of a formation is the geometrical infor-
mation that remains when location, scale, and rotational effects are
removed.

Consider a formation of m > 2 robots in a Euclidean space R”,
k € {2,3}. Let s; € R* denote the position of the ith robot relative to
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some local frame F. Without loss of generality, let s; correspond to
the origin O . We denote the formation by the m x k matrix

S = (Sl s sSm )T (3)

which is the concatenated coordinates of our m robots in F. We can
then define the shape of S’ as the equivalence class of the full set of
similarity transformations of the formation

[S] = {aSR+1,,d" :a € R, ,Re SO(k),d cR*} (4

where a € R, is the scale, R € SO(k) is a rotation matrix, 1,, is
the m-dimensional vector of 1’s, and d € R” is the translation vector.
Adopting standard convention, we let Y ~ S denote an equivalence
relation between Y and S (ie.,Y ~ S & Y € [9]).

Shape provides a natural, higher level representation for describing
formation pose. As such, we repose the motion planning problem to
one of changing to (or maintaining) a given shape subject to workspace,
velocity constraints, etc. We show that optimal shape changes—which
minimize the distance the nodes must travel—can be achieved through
second-order cone programming (SOCP) techniques.

Let the m x k matrix P = (py,...,pn )T denote the concatenated
coordinates of the current formation pose in some world frame W.
Our objective is to obtain a new formation pose Q@ = (q1, - -, Gm )T
in YW where @) has the same shape as .S under the equivalence relation
defined in (4), and where either the maximum distance between the
respective positions in P and ) are minimized, or where the sum of
the distances is minimized. We can formulate this as the following
optimization problem.

Problem 3.2: Given an initial formation pose P C WV and a forma-
tion shape icon S C F, P 4 S, obtain a new formation pose Q@ C W,
Q@ ~ S and where

1) _max llg: — pi||2 is minimized or;

=1,
2) 7 llgi — pill2 is minimized.

IV. OPTIMAL SHAPE CHANGES VIA SOCP

Consider the case of fully actuated robots on the plane. We can then
represent the shape of our icon S as

[S]={aSR+1,d" :a €R,,Rc SO(2),d cR*}. (5)
Let s; = (s7,s?) and ¢; = (g7, ¢q/) denote Cartesian coordinates in
F and W, respectively. Choosing d = q1, (5) then represents a set of
nonlinear equality constraints of the form
¢ —qf = a(s? cos 0 —s! sin 6)
i=2,...,m (6)
¢/ — ¢ = a(s? sin 0+ s/ cos 0)
where 6 corresponds to the orientation. Without loss of generality, we
can define the formation orientation and scale, respectively, as

vy .
6 = arctan %7 a= llgz = a2 )
E [[s2]l2

A . . . .
where s; = Og. Given these assignments, with a little algebra, we can
rewrite the constraints in (6) as

lsalle (a7 —ai) = (st =s!)" (a2 — 1) .
) , T , t=3,...,m.
Isoll2(a) —ai) = (s!.s7) (@2 — @)
®)
These 2(m — 2) constraints are now convex (in fact, linear) func-
tions of our state vector ¢ = (qi, ..., gy )" . They are also necessary
and sufficient for describing the formation shape [19]. Writing these
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Fig. 1. Initial formation pose for a set of 100 nodes in R? (left). The final formation trajectory/pose that achieves the desired shape while minimizing the total

distance that the team must travel (center, right). The optimal values were 107.612 for scale, —22.403° for orientation, and (9.059, 71.72)7

constraints in matrix form Ag = 0, we see a further advantage is that
they implicitly define a low-dimensional representation for the forma-
tion, as the dimension of the nullspace dim (A (A)) = 4. The four free
variables correspond to the translation, rotation, and scale of the shape
as defined in (5).

The problem of finding the formation pose () can now be posed as
either of the following constrained optimization problems

min - max llgi — pill2 min [;1 lai — pill2 ©)
s.t. Ag=0 s.t. Ag=0

where the former corresponds to our minimax distance metric defined
in Problem 3.2.1 and the latter our total distance metric.

While both the constraints and objective functions of these problems
are convex, the form of the latter does not lend itself to traditional
optimization techniques. To remedy this, we augment the state vector
q with an auxiliary variable ¢; for our minimax metric, and with m
auxiliary variables t = (t;,...,t, )" for our total distance metric.
The problems in (9) can thus be restated

min min 17 ¢
q,t1 q,t )
st. y; <ty, 1=1,...,m s.t. Yy <ti, 1=1,...,m
Ag=0 Ag=0
(10)

A
where y; = |lgi — pil2-

Both forms are equivalent. However, the objectives in (10) are now
twice differentiable. We have also introduced m convex second-order
conic constraints. These problems are now second-order cone pro-
grams, and they can be solved efficiently using modern interior point
algorithms [22].

A. Regulating Shape Parameters

Through the use of additional linear and second-order cone con-
straints, we can regulate the rotation, translation, and scale of the for-
mation shape. Constraining the minimum and maximum orientation
(Ormin s Omax ) can be accomplished through a pair of linear constraints

(g2 — q1)" (— sin Omax, cos fmax) < 0
(11)

Constraining the translation and the maximum scale of the formation
can be respectively done using second-order cone constraints

(g2 — ¢1)" (sin Omin, cos Omin) < 0.

lar = p1ll2 < tmax, lgs — ¢1 ]2 < amax- (12)
Note, however, that constraints of the form
llgo — a1l > omin, lgz — q1ll2 = « (13)

for translation.

are not convex. If regulating the minimum scale is required, we have
developed an efficient approximation method based upon our results
for fixed orientations in R? and R®. The interested reader is referred
to [27] for further details.

B. Simulation Results

Fig. 1 shows a simulation trial demonstrating the process. In this
example, 100 nodes were tasked with transitioning to a new shape while
minimizing the total distance traveled. While deliberately contrived,
this example demonstrates the efficacy of our approach. The formation
is able to optimally transit from an arbitrary shape to a very specific
shape. This would typically be the case when a formation of robots was
initially deployed. In this example, none of the shape parameters (i.e.,
translation, rotation, or scale) were regulated.

V. ON COMPLEXITY

To be suitable for use in large-scale formations, the shape problem
needs to feature low computational complexity as well as be solvable
in real time. In this section, we show that it can be solved in only
O(m!-%) basic operations. To this end, we employ a simple logarithmic
barrier approach [5]. For the sake of brevity, the results presented
here are specific to the minimax distance problem. However, we have
obtained similar results for the fotal distance problem variation as well
[11]. This includes both the regulated and unregulated shape problem
formulations.

A. Reformulating the Shape Problem

The original minimax shape planning problem can be restated in
a relaxed form suitable for solving via the barrier approach. Conver-
sion requires augmenting the objective function given in (10) with
log-barrier terms corresponding to the problem’s conic constraints as
follows

min
q,t1
s.t.

Teth — Z log (t2
i=1

Ag=0

(¢ —p)" (¢ —pi)) (14)

where 7, is the inverse log-barrier scaler for the kth iteration. Es-
sentially, solving our SOCPs reduces to solving a sequence of convex
optimization problems of this form, where after each iteration 7, | is
chosen such that 7, | = p* 7, withu € R, > 1 being an algorithmic
constant.
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Fig. 2. Nominal Newton KKT system sparsity structure for the minimax motion planning problem in SE(2) (left). Augmented Newton KKT system sparsity

structure (center). The banded system with lower and upper bandwidths of 8 (right). This system is now solvable in O(m) time.

B. Banding the Newton KKT System

During each iteration of the log-barrier approach, we aim to min-
imize the second-order Taylor approximation of our objective as a
function of the Newton step dx subject to A jz = 0. As aresult, obtain-
ing dx is equivalent to analytically solving the Karush—-Kuhn—Tucker
(KKT) conditions associated with this equality-constrained subprob-
lem [5]. In other words, we must solve the following linear system of

H AT —g

N TEGRE)

where H and g, respectively, denote the evaluated Hessian and gradient
of the objective function given in (14) at z, w is the corresponding dual
variable for §z, and A is as previously defined. Solving (15) is the
bottleneck of the algorithm. However, we will show that it can be
solved in linear time by reposing (14).

Noting that the coefficient matrix of (15) is symmetric indefinite,
we employ Gaussian elimination with nonsymmetric partial pivoting.
The performance of this technique suffers significantly when the linear
system in question features dense rows and/or columns due to fill-in
[26]. In particular, the algorithm would yield a worst case performance
of O (m"') when solving (15) for the problem formulation given in (14).
Such a workload is highly impractical when considering large-scale
configurations that feature 1000’s of decision variables. To address this
issue, we instead employ an auxiliary formulation of (14) that facilitates
transforming the Newton KKT system into a monobanded form

ox
w

15)

m m

e Zl t — Zl log (2 = (¢ — pi)" (¢ — 1))

Isellz (f — d) = (8}”7—85;)T(dj+1 —d))
l[sall2 (qf —dY) = (59?”73?:) (dj+1 —dj)

(16)
tprl:tl‘, ’L:L...,Tn—l
dyiv1 = dyi-1, t=1,...,m—-3
dy(iv1) = da, i=1,...,m—3

di = gi,i € {1,2}
forl =3,...,m and where j = 2(i — 3) + 1.

Notice that the objective has changed; however, we see that both
forms are equivalent since

r m ’ m r
— tz = — tl = (7) Wltl = Tk'tl
m < m 4 m

i=1 i=1

where the first equality holds due to the constraints placed on ¢;.

a7

1) Banding the Linear System: Given this augmented formulation,
our claim is that the system can be made monobanded. To show this,
we begin by defining the initial solution vector ordering for (15) as it
corresponds to problem (16) as follows:

T
(677{,6775,5/{,...,5/$(Tm_2)7uT>

5q; 0dy(i—1)+1 w1
on; = (&f ) , Ok; = 5d2(i—1)+2 y M= (18)
z 0n(iv+2) Wrm 13

where the 0 variables correspond to the primal Newton step components
associated with each of the system variables, and w; denotes the dual
variable associated with the jth constraint.

In order to yield the monobanded form, we begin by stating the
constraint/row permutation for A that yields the tribanded system ap-
pearing in Fig. 2 (center). We assume that A is already arbitrarily
constructed with random row and column permutations. For the sake
of clarity, we group constraints by associating them with the respective
nodes that introduce them into the system. In doing so, we employ a
slight abuse of notation by allowing ¢; to also denote the ith robot in
the configuration. That stated, we now define the constraints associated
with ¢; and ¢y as

A L -
a =g =di s g
A 1 1 4 — Yo — s
0 =qf =di Ay o (19)
A 05 = qy =dj.
03 =11 =1t

Similarly, for 3 < ¢ < (m — 1), we define the constraints associated
with ¢; as

AT
ei = llsall2(af —df) = (s7,—s}) (dj1 —d;)
, T

@i, = llsall(¢f —dY) = (s),s7) (dj1 —dy)

A
iy =t =t
Piy = df+2 = d;L

A
Pis = d?+2 = dzf

A &xr r
Pig = d;+3 =dj,

G Ed L =d (20)

Piz = Gjp3 = Gjpq
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where j is as defined previously.
With g,,, we associate the remaining three constraints

Pmy (SﬁL’_SgL)T(derl_dj)

(8%178:;;1)T(dj+1 - dj)

l[s21l2 (g5, — df)

sall2(qh, —d¥)

Pm oy

Pm 5 é tm = tm -1 (21)
where j is as previously stated with i = m.

Again employing a slight abuse of notation, we let each ¢;; denote
the initial row index of its associated constraint. As such, we provide
the following row permutation for A. This ordering yields the tribanded
form appearing in Fig. 2 (center)

(ﬂT,%{,...,%a171)7<T)T
01 Pli+2)1
02 Pi+2)2 Pmy
9= . , M= . = Pm oy (22)
: : Pmy
05 So(i+2)7

Given this definition of A as well as (18), the monobanded form of
(15) can be constructed. Symmetrically applying the permutation that
yields the following solution vector ordering

T
(A’TvgiT‘?""g{m*fi)’XT) (23)

5 0dy(i—1)+1 0o 5

u"]ll 6d2(i71)+2 (5d2m —4

w6+7(1’*1) Wrm -15

A= s Ez’ = ’ X = ’LU: 14

ws ] W7m -13

57]2 wi52+7(1_1) 57]m
N(i+2)

produces a monobanded coefficient structure having a total bandwidth
of 17.

Fig. 2 illustrates this process of transforming the Newton KKT
system. The “augmented” system derived from the permutations given
in (18) and (22) is shown in Fig. 2 (center). Taking the coefficient
structure of (15) in this form and symmetrically permuting its rows and
columns according to (23) yields the monobanded system appearing
in Fig. 2 (right). It can now be solved in O(m) using a band-diagonal
lower—upper (LU)-based solver [25].

C. Complexity in Practice

Modern interior-point methods (IPMs) require /m iterations to
converge [22]. However, it is well known that this computational bound
is extremely conservative, and that iteration complexity in practice
is O(1) [5]. Consequently, solving the shape problems requires only
O(m) basic operations in practice.

Simulation Results: A total of 20 000 instances of the unregulated
total distance problem were solved using the Mosek industrial package
[24]. Values of m were considered between 10 and 2000 using a step
size of 10. For each configuration size, a total of 100 random problem
instances were solved. All problems were solved on standard desktop
PC having a 3.0 GHz Pentium 4 processor. From Fig. 3, we see the
time complexity scales as O(m) with r? = 0.9905, where r is the
correlation coefficient. Furthermore, the data indicate that for a team
of up to 2000 robots, the problem can be solved in less than 300 ms!
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Fig.3. Mean CPU time required to solve the unregulated total distance metric

shape problem using the Mosek industrial solver. Each point corresponds to
the mean for a sample of 100 randomly generated shape SOCPs. The trend is
strongly linear with 72 = 0.9905.

VI. INTEGRATING MOTION CONSTRAINTS

This framework relies upon the convexity of the underlying prob-
lem to efficiently solve coordination problems for large formations.
As a consequence, motion constraints can also be accommodated so
long as they can be expressed similarly. For example, to this point,
we have generated objective node positions without consideration for
vehicle constraints. However, we could readily accommodate velocity
constraints as second-order cone constraints of the form

max&

lgi —pill2 < v (24)

where 6t denotes the time step, and vX denotes the velocity limits of
the ith robot. This would allow less mobile or even fixed (anchor) nodes
to be accommodated. Others might be expressed as linear constraints.
As an example, a formation wanting to maintain positive velocity in
the y-direction could ensure this by specifying a minimum forward
distance traveled dmin for each node as

¢/ —p! > o™t ie{l,...,m}. 25)

In summary, if the constraints can be expressed in terms of some
combination of feasible linear, second-order cone, or semidefinite con-
straints, they can be directly integrated into our framework. Further-
more, as with the environmental constraints discussed in Section VII,
the motion constraints introduced by the ith node are only a function of
its own initial and final positions. As a result, the monobanded structure
and complexity results derived in Section V will again be preserved.

Simulation Results: A sample simulation showing the same forma-
tion shape change with (triangles) and without (circles) motion con-
straints is presented in Fig. 4. In both the cases, the objective was for the
teams to transit from an initial in-line path configuration to a triangular
shaped formation. Optimization was over our minimax metric. In the
former, the minimum forward distance traveled for each node was con-
strained as ¢/ —p! >0, i € {1,...,m}. Scale and orientation were
fixed in both cases. In this case, the additional constraints increased the
minimax distance for shape formation by 87%.

VII. INTEGRATING WORKSPACE CONSTRAINTS

A straightforward extension to regulate the formation shape would
be to ensure that the final configuration resides within the bounds of
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Fig. 4. Shape transitions for two teams of 15 robots, each respectively aligned
along an in-line path. (a) In this case, the teams were charged with obtaining
a triangular formation while minimizing the minimax distance metric. With
no motion constraints (left). With ¢/ — p? > 0,7 =1,...,m (right). (b) Final
configurations obtained by the respective teams. Including the motion con-
straints increased the minimax distance for the formation by 87% in this case.
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Fig. 5. Two problem instances with (stars) and without (circles) boundary
constraints (left). In this example, the workspace limits constrained the scale of
the optimal solution from av = 85 to @ = 59.85. The monobanded form of the
problem instance with workspace constraints (right).

the operational environment. If we assume that the workspace C can be
modeled via & linear inequalities yielding a convex space, e.g.,

C={rcR:A.x<b} (26)
this will introduce km additional constraints where m again denotes
the number of agents in the configuration. However, the core linear
system will remain monobanded, as the k constraints introduced for
the ith team member’s position are only a function of the node’s
position in the final formation (i.e., ¢;). Moreover, the coefficients of
these constraints can be chained locally by introducing 2k auxiliary
variables for each robot [12]. As a consequence, the linear system is
solvable in O(km) time, and the corresponding SOCP can be solved
in O(km) time in practice—or linear time in the size of the formation
and the environment.

Simulation Results: In this example, we considered a variation of the
shape problem where the objective function was modified to maximize
the scale of the formation subject to workspace boundary constraints.
Such a result might prove useful for tasks such as maximizing sensor
network coverage while satisfying a desired shape geometry. In this
example, the orientation of the shape was fixed. Fig. 5 illustrates the
results obtained for a team of 101 nodes in SE(2). Both constrained
and unconstrained problem solutions are presented to illustrate the
influence of the convex workspace model. The nonzero dot plot of the
Newton KKT system is also shown to highlight that the monobanded
structure of the linear system remains intact.

VIII. MOTION PLANNING IN POLYGONAL ENVIRONMENTS

Extending the results of Section VII, we now consider motion plan-
ning in a polygonal environment with obstacles. Obstacles highlight
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a significant limitation of convexification approaches. Recall the un-
derlying assumption of (26) was that the workspace could be defined
through a finite number of convex constraints. When we introduce ob-
stacles into the workspace, we create voids in the feasible set. The result
is a loss of convexity, and the corresponding optimization problem be-
comes significantly more difficult to solve. While convex relaxations
present one potential remedy [9], we instead take inspiration from [2]
and employ a hierarchical discrete-continuous optimization approach.

We assume the configuration space for the robot team C is a polyg-
onal environment with obstacle subspace O and free space Cy,co Such
that C,.. = C — O. Using exact cell decomposition methods (e.g., tri-
angulation, trapezoidal decomposition, etc.), Cpe. can be tessellated
into convex polygonal cells Cy,...,C., where Cpo. = U7_,C; [6].
The resulting partition induces an undirected graph G = (V, E), where
vertex v; € V' corresponds to cell C;, and edge e;; € E implies that
there exists a common edge between C; and C;. Paths between cells
can then be efficiently computed using traditional graph optimization
algorithms [13]. The motion planning problem can then be reposed as
transitioning the formation from cell to cell along the specified path. In
the sequel, we assume a triangulation partition of Cy,... We further as-
sume that the union of adjacent cells C;; = C; UC; V (C;,C;) € E
is convex. While this may appear restrictive, it is straightforward to
refine any pair of adjacent triangles to three such triangles where both
of the resulting adjacent pairs meet this constraint.

Remark 8.1: Given two adjacent cells (C;, C;) € E, where C;; =
C; UCj is convex, if node z; € C; and z; € C;, then by convexity
Az; + (1 —A)zx; € Cyj, A €0,1]. This implies that for a formation
of m nodes with initial pose X; = (i1, ..., % )’ € R?>™ in triangle
C;, and final pose X; in triangle C;, the paths of each node will
remain entirely in Cj; C C... This guarantees against collisions with
obstacles.

Let us assume that suchapath C, = {C,...,Cy} C C.cc hasbeen
specified by a higher level planner. Our motion planning problem can
then be written as follows.

Problem 8.2: Given a path specification C, = {C,...,C}}, acor-
responding shape specification S = {5}, ..., S;}, and an initial for-
mation pose X, find a motion sequence X = {X;,..., X} } for the

formation such that

1) Xi NSi7 1= 1,...,]{5;

2) X1 GC,', 7/:1,7]@,

3) the distance traveled by the formation is minimized in accordance

with the criteria from Problem 3.2.
In solving Problem 8.2, we employ optimization techniques from model
predictive control [18], [23]. In this context, however, the length of the
horizon is not defined by time, but rather the length of the path over
which the optimization problem is solved.

To constrain the pose of the formation during each step of the hori-
zon, each triangle can be modeled as a set of three linear inequality
constraints on the position of each node

chzi; <0, i=1,....k j=1,....m;l=1,...,3.  (27)
In a slight abuse of notation, we also let C; = (ci1,...,cm3)T €
R3™ > 2m denote the set of linear constraints on the formation pose
such that X; € C;. We can now write the solution to Problem 8.2 for
our total distance metric as

k. m

min Zztl_]? 7;:1,.4.7]{:7].:17 ,m

X i=1g=

s.t. ||ﬂ.'7,,']' — I,j_l_jHQ S t” (28)
AiXi - 0

C; X <0
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Cpath as specified by the higher level planner (left). The corresponding motion sequence obtained from solving the associated SOCP (center). The

formation is guaranteed to follow Cy,,};, while minimizing the total distance traveled, avoiding obstacles, and maintaining the desired formation shape. In this
example, the orientation and minimum scale for the formation were constrained. The linear system remains monobanded (right).

where A; are the constraints associated with shape S; as defined in
Section IV. This problem is also a SOCP.

More significantly perhaps, the corresponding Newton KKT matrix
corresponds to the chaining of % instances of our single-step problem.
As aresult, the associated linear system will remain monobanded; how-
ever, in this case, the bandwidth will grow as either a function of m or k
depending upon the selected permutation of the augmented KKT sys-
tem. As such, we conclude the theoretical complexity is O(k'-3m3-5)
or O(k3-5m!-?)—once again depending upon the chosen ordering.

Simulation Results: A sample simulation trial for a formation of 16
robots is shown in Fig. 6. The path of the formation is specified by
a higher level planner after a discrete optimization phase on the cor-
responding graph G (left). The formation then solves the continuous
optimization problem specified in (28). The resulting path of the for-
mation is shown in Fig. 6 (center). In this example, the optimization
was over the entire path length (k = 15), the shape was held constant,
and the minimum scale of the formation was specified (as a premise
for collision avoidance).

IX. DISCUSSION

The thrust of this paper was to highlight the potential for employing
convex optimization techniques to coordinate the motion of large-scale
robot formations. Recent advances in the underlying algorithms allow
large-scale motion planning problems to be solved online, and with a
complexity that in practice scales linearly in the size of the formation
and/or the environment. Key to our results was a formal definition of
shape for describing the formation pose. This provides an implicitly
low-dimensional representation that can be defined via linear equality
constraints. Optimal shape changes can then be solved as SOCPs.

Worth noting is that our framework also lends itself to a distributed
implementation that affords expected per node computational, mes-
sage, and storage complexities of O(1) [10]. It can be adapted for
use with any IPM that preserves the separability of the objective with
respect to each team member.

The convexity requirement has its limitations, such as when consid-
ering nonholonomic kinematic motion models. However, the optimal
paths generated for the fully actuated robots can still be followed by
differential drive/tracked vehicles, which see widespread use in mobile
robotics. Although the results will no longer be optimal for such robots,
they should still be quite good in practice. We should also point out
that while the work presented in this paper focused on operations in
the plane, we have similar results in R? for fixed orientations [27].
Extending these results to operations in SFE/(3) is currently a topic of
ongoing research.

Other extensions to this research are also possible. One of our cur-
rent interests is formation/network coverage and using robust estima-
tion techniques to relax the shape constraints for improving system
performance. We are also exploring ways to generalize our problem
so as to provide optimal node assignments while yielding an optimal
shape formation pose. Finally, the problem of finding optimal shape
changes relates to the point pattern matching problem [28], and we are
looking to apply our results to this as well as point-wise deformations
in computer graphics.

ACKNOWLEDGMENT

The authors thank A. Jadbabaie for discussions on IPM complexity
and R. Fierro on the coordination of robot formations.

REFERENCES

[1

—

R. Bachmayer and N. E. Leonard, “Vehicle networks for gradient descent
in a sampled environment,” in Proc. IEEE Conf. Dec. Control, Las Vegas,
NV, Dec. 2002, pp. 112-117.

C. Belta, V. Isler, and G. Pappas, “Discrete abstractions for robot motion

planning and control in polygonal environments,” IEEE Trans. Robotics,

vol. 21, no. 5, pp. 864—874, Oct. 2005.

C. Belta and V. Kumar, “Abstraction and control for groups of robots,”

IEEE Trans. Robot. Automat., vol. 20, no. 5, pp. 865-875, Oct.

2004.

C. Belta and V. Kumar, “Optimal motion generation for groups of robots:

A geometric approach,” ASME J. Mech. Des., vol. 126, pp. 63-70, 2004.

S. Boyd and L. Vandenberghe, Convex Optimization. ~Cambridge, U.K.:

Cambridge Univ. Press, 2004.

H. Choset, K. Lynch, S. Hutchinson, G. Kantor, W. Burgard, L. Kavraki,

and S. Thrun, Principles of Robot Motion Planning. —~ Cambdrige, MA:

MIT Press, 2005.

J. Cortés, S. Martinez, T. Karatas, and F. Bullo, “Coverage control for

mobile sensing networks,” IEEE Trans. Robot. Automat., vol. 20, no. 2,

pp. 243-255, Apr. 2004.

[8] A. K. Das, R. Fierro, V. Kumar, J. P. Ostrowski, J. Spletzer,
and C. J. Taylor, “A vision-based formation control framework,”
IEEE Trans. Robot. Automat., vol. 18, no. 5, pp. 813-825, Oct.
2002.

[9] A.d’ Aspremont and S. Boyd, Relaxations and Randomized Methods for

Nonconvex QCQPs, Stanford Univ., Stanford, CA, 2003.

J. Derenick, C. Mansley, and J. Spletzer, “Efficient motion planning strate-

gies for large-scale sensor networks,” in Proc. 7th Int. Workshop Algorith-

mic Found. Robot. (WAFR 2006), New York, NY.

J. Derenick and J. Spletzer, “TR LU-CSE-05-029: Optimal shape changes

for robot teams,” Lehigh Univ., Bethlehem, PA, Tech. Rep., 2005.

J. Derenick and J. Spletzer, “Second-order cone programming (SOCP)

techniques for coordinating large-scale robot teams in polygonal environ-

ments,” Advances Coop. Control Optim., to be published.

[2

—

[3

=

[4

=

[5

=

[6

=

[7

—

[10]

(11]
[12]


https://www.researchgate.net/publication/2242601_A_Fast_Algorithm_For_The_Point_Pattern_Matching_Problem?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/3450212_Discrete_abstractions_for_robot_motion_planning_and_control_in_polygonal_environments?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/3450212_Discrete_abstractions_for_robot_motion_planning_and_control_in_polygonal_environments?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/3450212_Discrete_abstractions_for_robot_motion_planning_and_control_in_polygonal_environments?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/221071828_Coverage_Control_for_Mobile_Sensing_Networks?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/221071828_Coverage_Control_for_Mobile_Sensing_Networks?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/221071828_Coverage_Control_for_Mobile_Sensing_Networks?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/228821721_Optimal_Shape_Changes_for_Robot_Teams?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/228821721_Optimal_Shape_Changes_for_Robot_Teams?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/4006292_Vehicle_networks_for_gradient_descent_in_a_sampled_environment?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/4006292_Vehicle_networks_for_gradient_descent_in_a_sampled_environment?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/4006292_Vehicle_networks_for_gradient_descent_in_a_sampled_environment?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/46176366_A_Vision-Based_Formation_Control_Framework?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/46176366_A_Vision-Based_Formation_Control_Framework?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/46176366_A_Vision-Based_Formation_Control_Framework?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/46176366_A_Vision-Based_Formation_Control_Framework?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/251842221_Relaxations_and_Randomized_Methods_for_Nonconvex_QCQPs?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/251842221_Relaxations_and_Randomized_Methods_for_Nonconvex_QCQPs?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/226810190_Second-Order_Cone_Programming_SOCP_Techniques_for_Coordinating_Large-Scale_Robot_Teams_in_Polygonal_Environments?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/226810190_Second-Order_Cone_Programming_SOCP_Techniques_for_Coordinating_Large-Scale_Robot_Teams_in_Polygonal_Environments?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/226810190_Second-Order_Cone_Programming_SOCP_Techniques_for_Coordinating_Large-Scale_Robot_Teams_in_Polygonal_Environments?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/228769059_Optimal_Motion_Generation_for_Groups_of_Robots_A_Geometric_Approach?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/228769059_Optimal_Motion_Generation_for_Groups_of_Robots_A_Geometric_Approach?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/4209998_Optimal_Positioning_Strategies_for_Shape_Changes_in_Robot_Teams?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/220946743_Efficient_Motion_Planning_Strategies_for_Large-Scale_Sensor_Networks?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/220946743_Efficient_Motion_Planning_Strategies_for_Large-Scale_Sensor_Networks?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/220946743_Efficient_Motion_Planning_Strategies_for_Large-Scale_Sensor_Networks?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/220946743_Efficient_Motion_Planning_Strategies_for_Large-Scale_Sensor_Networks?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/2835754_Abstraction_and_Control_for_Groups?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/2835754_Abstraction_and_Control_for_Groups?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/2835754_Abstraction_and_Control_for_Groups?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=

[13]

[14]

[15]

[16]

[17]

[18]

[19]
[20]

[21]

E. Dijkstra, “A note on two problems in connexion with graphs,” Numer.

Math., vol. 1, pp. 269-272, 1959.
I. L. Dryden and K. V. Mardia, Statistical Shape Analysis.

NJ: Wiley, 1998.

J. T. Feddema, R. D. Robinett, and R. H. Byrne, “An optimization ap-
proach to distributed controls of multiple robot vehicles,” presented at the
Workshop Control Coop. Intell. Miniature Robots, IEEE/RSJ IROS, Las
Vegas, NV, Oct. 31, 2003.

N. Heo and P. K. Varshney, “Energy-efficient deployment of intelligent
mobile sensor networks,” [EEE Trans. Syst., Man, Cybern. A, Syst.,
Humans, vol. 35, no. 1, pp. 78-92, 2005.

A. Howard, M. J. Mataric, and G. S. Sukhatme, “An incremental self-
deployment algorithm for mobile sensor networks,” Auton. Robots,
vol. 13, no. 2, pp. 113-126, Sep. 2002.

A. Jadbabaie, J. Yu, and J. Hauser, “Unconstrained receding-horizon con-
trol of nonlinear systems,” IEEE Trans. Autom. Control, vol. 46, no. 5,
pp. 776-783, May 2001.

D. Kendall, D. Barden, T. Carne, and H. Le, Shape and Shape Theory.
Hoboken, NJ: Wiley, 1999.

H. W. Kuhn, “The Hungarian method for the assignment problem,” Naval
Res. Logistics Quart., vol. 2, pp. 83-97, 1955.

S. LaValle and S. Hutchinson, “Optimal motion planning for multiple
robots having independent goals,” IEEE Trans. Robot. Automat., vol. 14,
no. 6, pp. 912-925, Dec. 1998.

Hoboken,

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

IEEE TRANSACTIONS ON ROBOTICS, VOL. 23, NO. 6, DECEMBER 2007

M. Lobo, L. Vandenberghe, S. Boyd, and H. Lebret, “Applications of
second-order cone programming,” Linear Algebra Appl., Special Issue
Linear Algebra Control, Signals Image Process., vol. 284, pp. 193-228,
1998.

D. Mayne, J. Rawings, C. Rao, and P. Scokaert, “Constrained model
predictive control: Stability and optimality,” Automatics, vol. 36, no. 6,
pp. 789-814, Jun. 2000.

MOSEK ApS, The MOSEK Optimization Tools Version 3.2 (Revision 8)
User’s Manual and Reference [Online]. Available: http://www.mosek.
com/fileadmin/products/3/tools/doc/html/tools/tools.html

W. H. Press, B. P. Flannery, S. A. Teukolsky, and W. T. Vetterling,
Numerical Recipes in C. Cambridge, U.K.: Cambridge Univ. Press,
1993.

Y. Saad, Iterative Methods for Sparse Linear Systems.
SIAM, 2003.

J. Spletzer and R. Fierro, “Optimal positioning strategies for shape changes
in robot teams,” in Proc. IEEE Int. Conf. Robot. Automat., 2005, pp. 742—
747.

P. B. V. Wamelen, Z. Li, and S. S. Iyengar, “A fast algorithm for the point
pattern matching problem,” Pattern Recog., vol.37,no. 8, pp. 1699-1711,
Aug. 2004.

F. Zhang, M. Goldgeier, and P. S. Krishnaprasad, “Control of small forma-
tions using shape coordinates,” in Proc. IEEE Int. Conf. Robot. Automat.,
Taipei, Taiwan, R.O.C.S, Sep. 2003, vol. 2, pp. 2510-2515.

Philadelphia, PA:


https://www.researchgate.net/publication/2242601_A_Fast_Algorithm_For_The_Point_Pattern_Matching_Problem?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/2242601_A_Fast_Algorithm_For_The_Point_Pattern_Matching_Problem?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/2242601_A_Fast_Algorithm_For_The_Point_Pattern_Matching_Problem?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/3412403_Energy-Efficient_Deployment_of_Intelligent_Mobile_Sensor_Networks?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/3412403_Energy-Efficient_Deployment_of_Intelligent_Mobile_Sensor_Networks?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/3412403_Energy-Efficient_Deployment_of_Intelligent_Mobile_Sensor_Networks?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/220159558_Constrained_Model_Predictive_Control_Stability_and_Optimality?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/220159558_Constrained_Model_Predictive_Control_Stability_and_Optimality?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/220159558_Constrained_Model_Predictive_Control_Stability_and_Optimality?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/268627155_Statistical_Shape_Analysis?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/268627155_Statistical_Shape_Analysis?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/3024047_Unconstrained_Receding_Horizon_Control_of_Nonlinear_Systems?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/3024047_Unconstrained_Receding_Horizon_Control_of_Nonlinear_Systems?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/3024047_Unconstrained_Receding_Horizon_Control_of_Nonlinear_Systems?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/225949269_An_Incremental_Self-Deployment_Algorithm_for_Mobile_Sensor_Networks?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/225949269_An_Incremental_Self-Deployment_Algorithm_for_Mobile_Sensor_Networks?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/225949269_An_Incremental_Self-Deployment_Algorithm_for_Mobile_Sensor_Networks?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/224744401_Control_of_small_formations_using_shape_coordinates?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/224744401_Control_of_small_formations_using_shape_coordinates?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/224744401_Control_of_small_formations_using_shape_coordinates?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/4209998_Optimal_Positioning_Strategies_for_Shape_Changes_in_Robot_Teams?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/4209998_Optimal_Positioning_Strategies_for_Shape_Changes_in_Robot_Teams?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/4209998_Optimal_Positioning_Strategies_for_Shape_Changes_in_Robot_Teams?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/242220244_An_Optimization_Approach_to_Distributed_Controls_of_Multiple_Robot_Vehicles?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/242220244_An_Optimization_Approach_to_Distributed_Controls_of_Multiple_Robot_Vehicles?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/242220244_An_Optimization_Approach_to_Distributed_Controls_of_Multiple_Robot_Vehicles?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/242220244_An_Optimization_Approach_to_Distributed_Controls_of_Multiple_Robot_Vehicles?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/242562037_A_Note_on_Two_Problems_in_Connexion_with_Graphs?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/242562037_A_Note_on_Two_Problems_in_Connexion_with_Graphs?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/230649887_Iterative_Methods_for_Sparse_Linear_Systems?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=
https://www.researchgate.net/publication/230649887_Iterative_Methods_for_Sparse_Linear_Systems?el=1_x_8&enrichId=rgreq-c46dbc87-750c-42bd-8b85-a3328d00305c&enrichSource=Y292ZXJQYWdlOzM0NTA1MjQ7QVM6MjE1NzU3Mzg1NDA4NTE4QDE0Mjg0NTE5Nzc5MTE=

